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Abstract

When measured over decades in countries that have been relatively stable, returns from stocks have been substantially better than returns from bonds. This is often attributed to investors’ risk aversion: stocks are thought to be riskier than bonds, and so investors will pay less for an expected return from stocks than for the same expected return from bonds.

The game-theoretic probability-free theory of finance advanced in our 2001 book *Probability and Finance: It’s Only a Game* suggests an alternative explanation, which attributes the equity premium to speculation. This game-theoretic explanation does better than the explanation from risk aversion in accounting for the magnitude of the premium.
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1 Introduction

The game-theoretic probability-free theory of finance advanced in our 2001 book *Probability and Finance: It’s Only a Game* and in subsequent working papers (see Section 8) suggests that the equity premium can be explained by speculation. Speculation is involved in three ways:

1. Speculation causes volatility. This is widely accepted by traders and experts in option pricing.

2. Speculation removes opportunities for low-risk profit in the market, resulting in a market that is efficient, in the sense that an investor can very rarely do better than hold all tradable assets in proportion to their capitalization.

3. Assuming that the market is efficient in this way, and assuming that an index that holds all assets in proportion to their capitalization is tradable, speculation forces this index to appreciate in proportion to the square of its volatility.

This game-theoretic explanation does better than the explanation from risk aversion in accounting for the magnitude of the premium.

In a series of working papers posted at [www.probabilityandfinance.com/articles/index.html](http://www.probabilityandfinance.com/articles/index.html), we have provided a rigorous mathematical elaboration of Point 3. Other working papers in the same series explain the larger framework of game-theoretic probability and finance. The most relevant of these working papers are listed in Section 8 where they are numbered with the prefix GTP (game-theoretic probability). See especially GTP38 and GTP44.

This note does not give mathematical proofs. Instead, it summarizes the game-theoretic explanation of the equity premium and touches on its implications and on the empirical questions it raises.

2 What causes volatility?

It is widely accepted among finance practitioners that volatility is primarily caused by speculation. Perhaps the most authoritative statement to this effect is by John Hull in his widely used textbook, *Options, Futures, and Other Derivatives*. The following passage appears on page 329 of the ninth edition:

What Causes Volatility?

It is natural to assume that the volatility of a stock is caused by new information reaching the market. This new information causes people to revise their opinions about the value of the stock. The price of the stock changes and volatility results. This view of what causes volatility is not supported by research. With several years of daily stock price data, researchers can calculate:
1. The variance of stock returns between the close of trading on one day and the close of trading on the next day when there are no intervening nontrading days.

2. The variance of the stock price returns between the close of trading on Friday and the close of trading on Monday.

The second of these is the variance of returns over a 3-day period. The first is a variance over a 1-day period. We might reasonably expect the second variance to be three times as great as the first variance. Fama (1965), French (1980), and French and Roll (1986) show that this is not the case. These three research studies estimate the second variance to be, respectively, 22%, 19%, and 10.7% higher than the first variance.

At this stage one might be tempted to argue that these results are explained by more news reaching the market when the market is open for trading. But research by Roll (1984) does not support this explanation. Roll looked at the prices of orange juice futures. By far the most important news for orange juice futures prices is news about the weather and this is equally likely to arrive at any time. When Roll did a similar analysis to that just described for stocks, he found that the second (Friday-to-Monday) variance for orange juice futures is only 1.54 times the first variance.

The only reasonable conclusion is that volatility is to a large extent caused by trading itself. (Traders usually have no difficulty accepting this conclusion.)

Hull’s view of the matter is also supported by instances in which addition of hours to the trading day or days to the trading week has increased volatility.

Trading not based on new information is often called noise trading, and possible causes have been studied by a number of authors. Several studies have concluded that short-term institutional investors are noise traders [19, 24, 2, 5]. Some authors have suggested that there is excessive speculation when there are differences in opinion between agents and there are short sale constraints on stocks [18, 1, 22].

3 What is an efficient market?

According to the definition introduced by Eugene F. Fama in 1965 [5], a market is efficient if its prices reflect all available information. The financial economists who accept this definition further assume that the available information determines a probability distribution for future payoffs of the assets priced by the market, and even that the future payoffs will objectively obey that distribution. Unfortunately, as acknowledged by Fama and everyone else who has studied the topic, we cannot directly test the hypothesis that a particular market is efficient. We can only test a model that specifies the probability distribution of future
payoffs, the risk preferences of investors, and the way in which these elements interact to determine equilibrium prices.

The game-theoretic probability-free theory of finance offers a simpler and more testable definition of market efficiency. According to this definition, a market is efficient if no one can devise a strategy for trading over an extended future time period that will multiply the capital it risks by a large factor. This can easily be tested: define a trading strategy and implement it. If you multiply the money you risk (this means all the money you risk, your own money and money from anyone else foolish enough to lend it to you) by 1000, you can reject the hypothesis of efficiency with as much confidence as you would have in rejecting a hypothesis that failed a statistical test with pre-specified significance level equal to 0.001.

Why should a market be efficient in this sense? Because of speculation. Suppose many traders are at work, trying every conceivable strategy that might multiply the capital it risks by a large factor. Each strategy creates a demand for certain positions. If successful, the strategy will be played with more and more capital, and hence demand for these positions will push up their prices until the strategy becomes ineffective. In the limit, there should be no gain from shifting capital from one asset to another, and hence no portfolio should beat holding all assets in the market in proportion to their capitalization.

What is “the market” in this picture? It is a community of institutions in which ready trading is possible, and the assets in this market are all the assets that can be readily traded. In today’s world, this means all the assets that can be traded from minute to minute or perhaps even from microsecond to microsecond. For a trader working in a bank in New York City or in a trading center in New Jersey, the market might include several electronic markets, and the assets will include stocks of large corporations and perhaps some derivatives and foreign currencies. Real estate, privately held corporations, bonds and other forms of cash, and even many small-cap stocks would not be included. Some short-term bonds can be traded readily (the trader will be using a money-market account to do his trading), but the supply of these bonds is elastic, and a money-market account does not represent ownership of a productive asset.

3.1 The efficient index hypothesis (EIH)

The efficient market hypothesis motivated by this picture says that you cannot multiply the capital you risk by a large factor relative to an index defined by the total value of all the readily tradable assets. To make it a simple slogan: you cannot beat this index. In order to distinguish this hypothesis from Fama’s efficient market hypothesis, we call it the efficient index hypothesis (EIH).

1There is a vast literature on this topic, but Fama’s Nobel Prize lecture [6] provides a brief summary of the main issues.

2In the spirit of Blaise Pascal’s solution of the problem of points, game-theoretic probability uses this idea to define probability: the probability of an event is the least amount of money one must risk in order to get a unit amount if the event happens; see GTP32.
The EIH does not rely on any assumptions about the risk attitudes of investors. Instead, it locates the cause and meaning of efficiency in speculation. This may be increasingly appropriate in an age when high-frequency trading and other computerized strategies dominate the market.

In order to make the EIH plausible and derive interesting theoretical implications, we need an index that can itself be readily traded. In practice, a New York financial institution might have a difficulty computing an index that represents all the assets in which it can readily trade and would surely have difficulty trading in such index with negligible transaction costs. So we must approximate our ideal index with something that can be at least approximately traded with small transaction costs. An obvious choice for a New York institution is the S&P 500 index.

### 3.2 Mathematical implications of the EIH

Suppose for simplicity that the risk-free interest rate is zero, and that speculators can borrow and invest at this zero rate. Suppose that trading is so frequent that a continuous-time mathematical model is appropriate. Finally, suppose that we measure time by (cumulative) relative quadratic variation rather than by calendar and clock.

The relative quadratic variation of a continuous path at clock time $t$ is the sum of the squared returns from time 0 to time $t$ (i.e., the square of the volatility), considered in the limit as the length of the interval over which returns are measured tends to zero. The EIH implies that this limit exists. As measured by relative quadratic variation, time flows faster when trading is unusually intense and volatility is high.

Suppose $s$ is time as measured by the relative quadratic variation of the index, and let $S_s$ be the value of the index at time $s$. Suppose further, for simplicity, that $S_0 = 1$. Then as explained in Section 4 of GTP44, the EIH implies that as $s$ increases the trajectory $S_s$ will look as if

$$S_s = e^{s/2+W_s},$$

where $W_s$ is a Brownian motion. When $W_s$ is Brownian motion, the random variable $W_s$ for a fixed value of $s$ is normally distributed with mean zero and

---

3The theory discussed in the following sections assumes zero transaction costs. But transactions costs can be brought into the theory, and the practical significance of apparent departures from efficiency can be measured by the level of transaction costs that would explain them; see GTP23.

4This is equivalent to assuming that all assets in the market, including the index $I$, are measured as multiples of the value of a bank account that earns the risk-free rate continuously.

5In finance theory, the observed sum of the squared returns over some period of time is often called the realized variance; its square root is the observed volatility for that unit of time. Here we are considering a realized path—the path that $I$’s price actually takes. But we are considering an idealized continuous-time version of this realized path, not a discrete-time path that can actually be observed. So instead of using the practical-sounding term realized variance, we have borrowed quadratic variation from probability theory. We add relative because a return is a relative rather than an absolute price change.

6This is a special case of geometric Brownian motion, the probability model assumed by
standard deviation \( \sqrt{s} \). When \( s \) is very large, \( \sqrt{s} \) and \( W_s \) will be negligible in comparison with \( s/2 \), and hence we will have \( S_s \approx e^{s/2} \), or
\[
\ln S_s \approx \frac{s}{2}, \tag{2}
\]
In words: after a long period of time, the natural logarithm of the index will be approximately equal to half the relative quadratic variation.

What do we mean when we say that the EIH implies (1)? We mean that for every property of Brownian motion, there is a trading strategy that will multiply the capital it risks by a large factor relative to the index (by an infinite factor in the idealized continuous-time picture we use in GTP44 and GTP45) if the trajectory \( \ln S_s - s/2 \) does not have the property. To the extent that we believe the EIH—i.e., to the extent that we think such trading opportunities have already been fully exploited, we will not expect the property to fail.

In this paper, we will not review the general proof given in GTP44 and GTP45. But in the next section, we will sketch the proof of the particular property (2). In other words, we will describe a trading strategy that will multiply the capital it risks by a large factor relative to the index if (2) fails. This strategy is very simple—so simple that we can be confident that it is being so massively implemented by algorithmic traders that prices will have adjusted to prevent its success and hence assure the validity of (2).

4 The equity premium

The equity premium is the amount by which the average return from stocks exceeds the risk-free interest rate. Its size is widely considered puzzling.

Here we briefly review the puzzle and summarize how it can be resolved using the EIH. Following the working papers we are summarizing, we use an idealized continuous-time model. (Only GTP1 used discrete time.) The purpose of working in continuous time is to produce a clean theory, without distracting approximations, that can be compared to the established probabilistic continuous-time theory that uses geometric Brownian motion and other Itô processes.

4.1 Why the premium is a puzzle

The empirical study by Mehra and Prescott reported in Table 2 of [15] estimates the premium over the period 1889–2005 as 6.36%. Other empirical studies have produced similar estimates. As first noted by Mehra and Prescott in the late 1970s, these numbers are too large to be explained by risk attitudes in the context of standard probabilistic assumptions. Standard theory suggests that the premium should be about 1% (16, page 146). A number of behavioral

the Black-Scholes formula for pricing options. If a price \( S_t \) follows geometric Brownian motion with drift \( \mu \) and volatility \( \sigma \), then \( S_t = \exp(\mu t - (\sigma^2/2)t + \sigma W_t) \), where \( W_t \) is a Brownian motion, and this reduces to \( S_t = \exp((t/2 + W_t) \) when \( \mu = \sigma = 1 \). So the EIH is consistent with the Black-Scholes theory when time is measured in a way that makes the volatility appear constant.
4.2 The premium implied by the EIH

Denote the value of the index \( I \) at clock time \( t \) by \( I_t \), and assume for simplicity that \( I_0 = 1 \). Denote the relative quadratic variation at time \( t \) by \( \Sigma_t \). Then (2) can be written

\[
\ln I_t \approx \frac{\Sigma_t}{2}.
\]  

(3)

This tells us that if \( I \) is efficient, variation in its value must be accompanied by commensurate growth relative to the risk-free rate.

Most empirical studies of the equity premium, including those just mentioned, consider the average returns of a market index \( I \) rather than its growth. The continuous-time counterpart of the average return is the sum of the returns from time 0 to time \( t \), considered in the limit as the length of the time interval over which returns are measured tends to zero. Denote this quantity by \( M_t \). Then

\[
M_t = \ln I_t + \frac{\Sigma_t}{2}.
\]  

(4)

This relation, which is Lemma 3.2 in GTP44, expresses the difference between the geometric and arithmetic cumulation of returns. Combining (3) and (4), we obtain

\[
M_t \approx \Sigma_t.
\]  

(5)

In words: if the market index \( I \) is efficient, then its average return approximates the square of its cumulative volatility. Since we are using an account that earns the risk-free rate as \( I \)'s numéraire, this average return is the equity premium.

The annualized volatility of the S&P 500 is approximately 20% ([14], page 8). Squaring this, we obtain an equity premium of 4%. This is closer to the empirical estimates than the 1% obtained from standard theory, and GTP38 (Section 4) shows that it is within (5)’s anticipated error of approximation.

4.3 The trading strategy that implies the premium

Section 5 of GTP44 discusses a relatively simple trading strategy that multiplies the capital it risks by a lot if (5) is violated.

To make your capital grow even faster than \( I \) if \( I \) is growing faster than our theory predicts—i.e., if \( M_t \) is substantially greater than \( \Sigma_t \), you invest more than you have in \( I \)—i.e., you invest all you have and borrow money (at the risk-free rate) to invest even more. Suppose you do this for \( K \) rounds of trading, borrowing a small fraction \( \epsilon \) of your current capital each time so that you always have

\[
(1 + \epsilon) \times \text{(current capital)}
\]  

(6)

invested in \( I \). Let \( m_k \) be \( I \)'s return on round \( k \). Then the value of \( I \) will be multiplied by \( 1 + m_k \) on that round, while the value of your capital will be
multiplied by $1 + (1 + \epsilon)m_k$. So your capital will increase (or decrease) relative to $I$ by the factor

$$\frac{1 + (1 + \epsilon)m_k}{1 + m_k}.$$ 

Using Taylor’s series for the logarithm, we obtain the approximation

$$\ln \frac{1 + (1 + \epsilon)m_k}{1 + m_k} \approx \epsilon m_k - \frac{\epsilon^2}{2} m_k^2.$$ 

So over $K$ rounds, your capital will grow relative to $I$ by a factor whose logarithm is approximately

$$\epsilon \sum_{k=1}^{K} m_k - \epsilon \sum_{k=1}^{K} m_k^2 - \frac{\epsilon^2}{2} \sum_{k=1}^{K} m_k^2 = \epsilon M_t - \epsilon \Sigma_t - \frac{\epsilon^2}{2} \Sigma_t$$

$$= \epsilon (M_t - \Sigma_t) - \frac{\epsilon^2}{2} \Sigma_t,$$  

(7)

where $t$ is the time required for the $K$ rounds. If you continue until $\Sigma_t$ is so large that $\epsilon \Sigma_t$ is a substantial even though $\epsilon$ is small, and $M_t$ exceeds $\Sigma_t$ substantially, then (7) will be substantial; you will have multiplied your capital by a large factor relative to $I$. (For example, suppose $\epsilon = 0.01$ but $\epsilon \Sigma_t = 3$, and suppose $M_t$ is 50% greater than $\Sigma_t$. Then (7) is approximately 1.5, meaning that you have multiplied your capital relative to $I$ by $e^{1.5} \approx 4.5$.)

To similarly make money if $I$ grows too slowly—i.e., if $M_t$ is substantially less than $\Sigma_t$, you can take $\epsilon$ in the preceding argument to be a small negative number. In other words, you keep a small fixed fraction of your capital in the risk-free bond on each round, investing the rest in $I$.

You can implement the two strategies simultaneously: put half your initial capital on one of them and half on the other. So you have a strategy that will multiply its initial capital substantially relative to $I$ unless $M_t \approx \Sigma_t$. (We promised a strategy that multiplies the capital it risks, so you need to implement the strategy just sketched in a way that risks no more than its initial capital. You can do this by stopping the strategy if its capital gets close to zero. In GTP44 we rely on the assumption that the price path is continuous to make sure we can stop in time. Weaker assumptions can also be accommodated.)

4.4 Implications of the premium

This probability-free explanation of the equity premium raises questions about the impact of the market on the wider economy.

The market represents one portion of society’s productive assets—the portion that is so liquid that it is volatile in the short term. If the level of this volatility is driven by institutional and technological factors not directly related to the productivity of these assets, and this in turn drives changes in the val-
valuation of these assets relative to cash and hence relative to society's other productive assets, can this create durable imbalances in valuation?

Consider an extended period in which the publicly traded and very liquid portion of the economy is exceptionally productive, but volatility is relatively low, so that speculation keeps the value of $I$ from increasing relative to the other assets in the economy to the extent justified by economic fundamentals. What will happen? We might conjecture that entrepreneurs will avoid the market: start-ups may remain privately held, some public corporations may go private, and even successful large corporations may not have the means or incentives to acquire start-ups. If these tendencies do not correct the imbalance, the prices of at which productive assets outside the liquid market can be sold might fall.

On the other side, if the publicly traded and very liquid portion of the economy is not as productive relative as the rest of the economy, but volatility is very high, so that speculation forces an increase in the value of $I$ not justified by economic fundamentals, we might see a greater tendency for companies to go and stay public or to be acquired by public companies. Perhaps assets outside the liquid market would rise in value.

We can also ask whether there are mechanisms that might make $I$'s volatility adjust when $I$'s value is too high or too low relative to the valuation of other assets in the economy. In other words, can volatility somehow be made endogenous to the picture?

Of course, our theory and these speculations assume a lot about liquidity. Our argument for $I$'s being efficient requires that capital be shifted easily, with negligible transaction costs, within the universe of assets $I$ represents and not so easily to other assets aside from the risk-free bond. The strategies that force further require that the index itself can be traded with negligible transaction costs.

We are also relying on the assumption that changes in value will not be too abrupt. In our mathematical picture, the price path $I_t$ is continuous, so that the speculator can always avoid a catastrophic loss by liquidating his exposure when his capital hits some small level close to zero. As a practical matter, the liquidity needed for this may fail when the market falls abruptly. Such crashes may therefore achieve corrections that would not be possible otherwise.

## 5 The game-theoretic CAPM

As explained in GTP44, the strategies just described, when they mix $I$ and another easily traded asset $S$ instead of mixing $I$ and cash, lead to the conclusion that

$$M_t^S \approx \Sigma_t^{S,I}.$$  \hspace{1cm} (8)
where $M^S_t$ is $S$’s summed returns and $\Sigma^{S,I}_t$ is the relative covariation of $S$ and $I$:

$$M^S_t := \sum_{k=1}^{K} m^S_k \quad \text{and} \quad \Sigma^{S,I}_t := \sum_{k=1}^{K} m^S_k m^I_k,$$

where $t$ is the time it takes to complete $K$ rounds and $m^S_k$ and $m^I_k$ are the returns for $S$ and $I$, respectively. The approximate relationship (8) is a simple form of the game-theoretic Capital Asset Pricing Model (CAPM) that we first discussed in GTP1 in 2001. The approximation (5), $M^I_t \approx \Sigma^I_t$, is the special case of (8) where $S = I$.

Our game-theoretic CAPM can be also thought of as a prediction from the CAPM of standard finance theory, which assumes that the returns $m^S$ and $m^I$ have a joint probability distribution and relates their theoretical expected values by a formula that reduces, when the risk-free interest rate is zero, to

$$E(m^S) = \frac{\text{Cov}(m^S, m^I)}{\text{Var}(m^I)} E(m^I).$$

This theoretical relationship predicts an approximate equality when the theoretical expected values and the theoretical covariance and variance are replaced by the corresponding idealized realized values. Making this replacement, we obtain

$$M^S_t \approx \frac{\Sigma^{S,I}_t}{\Sigma^I_t} M^I_t.$$

By (5), $\Sigma^I_t$ and $M^I_t$ approximately cancel each other out, and we obtain (8).

6 Need for empirical work

The theory we have summarized raises a number of questions that merit empirical study.

6.1 Attaining efficiency

In Section 3, we argued that the efficiency of a market index can emerge from speculation. This might be confirmed by simulation studies. We are not aware of such studies having been carried out. They could help us understand the frequency of trading and level of liquidity required for the continuous-time theory to become accurate.

6.2 Measuring the equity premium

It would be useful to revisit the data on the size of the equity premium using the definitions and viewpoint of our theory.

As we noted in Section 4, our theory uses the cumulative volatility rather than clock time as its time scale. At a practical level, this means that our
measures of volatility, average return, and covariance are based on Lebesgue rather than Riemann sums. Instead of fixing a small amount $dt$ of clock time and measuring changes over successive periods of this duration, we fix a small squared increment $(dI)^2$ as the unit of time over which we measure returns, covariances, etc. Taking this into account might make some difference in the empirical calculations.

In addition to studying the extent to which the observed equity premium matches the predictions of our continuous-time theory, we should also look at how the predictions are affected by realistic assumptions about transaction costs. On the other side, we might add to the model traders who play more aggressive strategies that might enhance the effect of the strategies we have described.

Our emphasis on speculation and liquidity may also suggest different choices for the market index $I$. In 1977, Richard Roll pointed out that tests of the standard CAPM should look at a market index that includes all the many assets that could be considered by an investor interested in balancing current and future consumption [20]. As Roll argued, the S&P 500, which includes only assets traded on the NYSE and NASDAQ, hardly meets this criterion, and it seems impossible to define an index that does meet it. A corresponding criticism of our theory is that we should consider an index that includes all the many assets, now including foreign currencies and ETFs, that have sufficient liquidity to be used by the trading strategies that our theory considers. The S&P 500 does not meet this criterion, but it is conceivable that by investigating the trading actually being conducted by hedge funds, banks, and other large traders, we could construct an index that does meet it.

6.3 Testing the game-theoretic CAPM

In their 2004 review of the standard CAPM [7], Eugene F. Fama and Kenneth R. French concluded that empirical data did not accord with it well enough to justify the use made of it by finance professionals. It would surely be worthwhile to make a similar study of the degree to which the game-theoretic CAPM and our game-theoretic theory of the equity premium accord with data.

As we have seen, the game-theoretic prediction concerning the equity premium is a special case of the game-theoretic CAPM. (The approximation (5) is a special case of the approximation (8).) The general argument for the game-theoretic CAPM seems to involve more approximation, however, and it is not unreasonable to expect that it will fit the data poorly, or at least that it will require time horizons longer than could be of interest to finance professionals (see [13]). It would nevertheless be of interest to understand the degree to which the empirical results lie within the ranges that the game-theoretic approach predicts when realistic transaction costs are taken into account.

Perhaps of relevance are the working papers by John R. Graham and Campbell R. Harvey [10] [11]. These papers document the correlation between CFO’s predictions of the equity premium over the next ten years and the estimates of future volatility implied by the VIX.
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